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Abstract 
 This paper proposed a novel Block based Mean Shift Image Segmentation Algorithm to significantly 

reduce the computation and improve the segmentation accuracy for high resolution Medical Image. One of the 

challenging tasks in the image analysis and computer vision area is to correctly classify the pixels as there are no 

crisp borders among entities in an image. In this proposed methodology, it is observed that the computational 

complexity of the procedure is diminished by combining the pixels of an image of size MXN into non overlapping 

image blocks of size 3x3 by eliminating the iterative way of the mean shift procedure. This proposed algorithm 

shrinks the size of the image by one third of its original image for the computational purpose and then equalizes the 

number of computations for each new image pixel by constructing links between pixels using their first mean-shift 

vectors without any iteration process. The accurateness and effectiveness of the proposed methodology is matched 

with the existing Iterative Mean Shift Algorithm by accomplishing the empherical experiments on the Medical Images 

(Pathologies Buccales and Eye Retina) composed along with the similarity measures. 
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1. Introduction 

Image segmentation is one of the important extensive way of classifying the pixel values of an 

image appropriately in decision oriented applications. It partitions an image into even and non-

overlapping are as depending on some similarity measure. It is one of the most challenging tasks in image 

processing and a very important pre-processing step in the fields of computer vision, image analysis, 

pattern recognition, medical image processing, remote sensing and geographical information system. 

Image Segmentation is broadly used by customer display schemes to improve the eminence of image 

processing techniques. Compared to a monochrome image, a color image carries much more information 

[1]. Thus, color image segmentation is becoming increasingly prevalent nowadays. Image segmentation 

has two elementary properties of image. They are 1) intensity values comprising of discontinuity that 

denotes the immediate or unexpected variations in intensity as boundaries and 2) similarity that denotes to 

segregate a digital image into areas according to some pre-specified similarity principle. 

Image Segmentation is a frequently used low level image processing methodology that 

categorizes the image. The clustering techniques are employed to categorize the identical regions 

depending on color features. The mean shift is an entrenched and dominant non-parametric clustering 

technique. It is a prominent choice for image segmentation because of its non-parametric environment 

and nominal customer input. The information in the image are conserved due to non-parametric 

characteristics of exploration which does not consider any specific arrangement of data. The mean shift 

technique established on image segmentation is a straightforward extension of the disjointedness 

conserving smoothing algorithm. The most important property of the image segmentation algorithm is its 

stability which is derived significantly from Mean Shift Algorithm. The traditional mean shift procedure 

was proposed by Fukunaga and Hostetler in 1975 and reinstated by Cheng [2] in 1995. According to 

Cheng, the mean shift is a simple iterative technique that moves every data point to a fixed size dynamic 

window to the mean of the data points in its neighborhood. The change is given by considering the 

gradient of the kernel density approximation that constantly points towards the direction of the maximum 

rise in density. 
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There are some of the prevailing Mean Shift rendering Segmentation Algorithm that are 

introduced by adapting diverse methods of density approximations. The mean shift does not work well in 

higher dimension since the number of local maxima is pretty high and it may converge to local optima 

quickly. The computational complexity of the standard iterative mean shift rendering image segmentation 

algorithm is O (kN
2
D) where k is the number of iterations, N is the number of pixels and D is a data 

dimension [3]. This paper is an extended version of image segmentation using linked mean shift [4] that 

matches the number of computations for every pixel by constructing links between pixels using their first 

mean-shift vectors without iteration process. 

Thus, to overcome the limitation of the standard Mean Shift algorithm by using the non-iterative 

procedure and further minimizes the computational complexity of the image segmentation using linked 

mean shift vector a novel methodology is suggested. Block based Non-Iterative Mean Shift (BNIMS) 

segmentation algorithm proposed to significantly reduces the computational complexity and improve the 

segmentation accuracy for High resolution Medical Images. The main idea of this novel methodology is 

to group the original image of size MXN into blocks of size 3x3 by considering the center of the block or 

by considering the average of the pixels in the block as the new pixel value for the image. This process 

reduces the computational complexity of the proposed methodology to a fraction of a one-ninth part of 

the standard mean shift algorithms complexity that is O (k
  

 
  . 

A brief introduction is given to the mean shift based image segmentations algorithm along with 

the motivation for the proposed methodology in this section. The Section 2 discusses about the existing 

methodologies in Mean Shift based Image Segmentation. The proposed Methodology is briefly discussed 

in the Section 3. The experimentation results and its brief analysis is given in Section 4. Finally, Section 5 

concludes the proposed novel methodology with the reduced computational complexity. 

 

 

2. Existing Methodologies 

A large amount of importance has been created recently in the areas of image analysis and is 

becoming furthermore dominating. In this perspective, diversity of segmentation procedures have been 

investigated in the literature comprising of Histogram Thresholding [5], Level Set Methods [6, 7], Graph-

Based Approaches [8-11], Fuzzy Logic techniques [12]. For example, image segmentation is widely used 

to improve the quality of 2D-to-3D conversion [13], image in-painting [14], motion estimation [15], and 

stereo matching [16]. 

The mean shift was initially established by Fukunaga and Hostetler [17] depending on kernel 

density approximation and latter functioned on numerous computer vision tasks such as tracking [18-20], 

image segmentation [21, 22], information fusion [23], clustering and classification [24, 25] and video 

processing [26].Comaniciu [21]discovered the significance of the various components of the gradient, 

 ̂f(x) of the kernel density estimate (k.d.e.).Supposing that xi corresponds to any point in the 

neighborhood of size with a kernel band width and considering a Gaussian kernel g (), the gradient of the 

kernel density approximation can be expressed as the product of two terms. 

In equation 1, the first term is the K.D.E. at the point x. The second displacement term is called 

the mean shift vector, m(x).The gradient of the K.D.E.  ˆ f(x) is proportional to the K.D.E. by a factor 

given by the mean shift vector, m(x). The first part of m(x) relates to the calculated neighborhood center 

of mass, C.A proof of the convergence of the mean shift technique is given in [27]. The mean shift 

technique is influences in high density areas, as in case of multidimensional data sets evidences to be 

computationally expensive. Recently, [28, 29, 30, 31] work has been done to achieve fast mean shift 

methods capable of processing multidimensional data sets easily. 

A unique path assigned mean shift algorithm was applied for color segmentation that adapts an 

iterative process that searches for the mode value for every pixel and clusters the final modes for the 

segmentation [32]. De Menthon [29] presented a hierarchical mean shift method. A hierarchical clustering 

technique was employed by recurrently applying the mean shift over progressively large bandwidth, with 

every stage employing the outcomes of the former to initialize. Zhang [31] presented an exclusive fast 

mean shift model and functioned it on color segmentation. A well-known Mean Shift algorithm is derived 

to build a proven stable algorithm, for which [21] propose a tile-wise segmentation method of theory 

guarantees to get strict identical results with respect to whole-at-once processing. 

A brief outline of the mean shift algorithm is presented as follows. Assumed a group of data 

points{ |             in the d-dimensional feature space, the kernel density estimatorwith symmetric 

kernel function K (.) and fixed bandwidth h can be given as [33]  
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is called the mean shift vector, and C is a constant. From (2) we observe that m(x) points 

towards the sharpest ascent direction of the density function   (  ̂thus the mean shift iteration is a  

 

 (         (                                       (4) 

 

Hill climbing procedure to the nearest maximum of   (   

 

 

3. Proposed Methodology 

The Standard Iterative Mean Shift based Image Segmentation Algorithm although provides 

accurate and consistent results, it suffers from the critical disadvantage of intensive computational 

complexity O (kN
2
D). Owing to its tremendous complexity, the algorithm functions extremely slow, thus, 

it is necessary to accelerate the algorithm. One way to accelerate the Standard algorithm is to reduce the 

computational complexity of the algorithm and to make it suitable for high resolution Medical Images. 

The proposed novel Methodology is names as the Block based Non Iterative Mean Shift (BNIMS) 

Segmentation Algorithm. 

In this methodology, the selected high resolution medical image is pre-processed before 

employing a Non Iterative Mean Shift Procedure on the processed image. The pre-processing is achieved 

by dividing the original image of size MXN into non-overlapping blocks of size 3X3 which considers the 

mean or the average of the pixels in the block as the new pixel value for the processed image. Then the 

first mean shift is performed on every pixel of the processed image only once. Here the segmentation is 

performed on the blocks of the image instead of its pixels which reduced the computational complexity to 

accomplish the mean shift technique. In the standard mean-shift algorithm, every pixel travels along the 

mean-shift vector until the vector is converged. In this procedure, the pixels on the traveling path have the 

same mode [3]. Using this principle [4] an image segmentation algorithm uses linked mean-shift vectors. 

In this method, the mean-shift vector is computed for each pixel just one time, each pixel is linked to the 

closest pixel from its mean-shift vector. Then each pixel travels along the link until the link indicates 

itself. Finally, the last node is regarded as their mode. Figure 1 represents the flow chart for the proposed 

methodology. 
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Figure 1. Flow Chart of Block based Non Iterativr Image Segmentation Algorithm 

 

 
3.1. Block based Non Iterative Mean Shift Image Segmentation Algorithm: 
a. Initially the color space of high resolution image is converted from RGB color space to the LUV 

color Space. It is important to select a color space whose Euclidean distance is linearly proportionate 

to the perceived color difference which is obtained by LUV color space. Thus, the L*u*v* color 

space is used instead of the RGB color space. 

b. The pre-processing is done on the obtained LUV color space by partitioning the given image into 

non-overlapping blocks of size 3X3 and the diminished new image is obtained by replacing the 

mean of all the pixel values in every blocks as image new pixels values. 

c. Now the obtained novel image at any random starting point, a mean shift vector is computed for 

every pixel by using the equation 
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Where mean-shift vectors are computed with two independent bandwidths; spatial bandwidth 

(hs) and range bandwidth (hr). Spatial bandwidth denotes the size of a processing window for spatial 

domain and range bandwidth means the range of the pixel value. 

d. A link is constructed for each pixel. The closest pixel to the mean-shift vector is chosen as the linked 

pixel. Spatial component, which is the location of a pixel, is used to construct the links since the 

mean-shift vectors are always generated in ways that the density of its range component increases 

[3]. 

e. Then the mode seeking procedure is executed to identify the approach of pixels. For each pixel, the 

link is traced until it indicates itself. This point is considered as the mode for all connected pixels. 

Then, the pixel value, which is the range component, is replaced with the range component of its 

mode; zi=(xis, yir). Then, the range component of each block is replaced with the range component of 

its mean shift mode. 

f. Consequently, blocks of the same mode have the same range component, which means the blocks 

are grouped into the same cluster. Finally a merging process is performed (pre-processing) to merge 

the neighborhood clusters whose range difference is less than hr/2 [34]. Then the clusters which have 

the number of pixels less than predefined number M (pre-defined number) combined to the closest 

cluster. 

 

3.2. Advantages of the Proposed Methodology 

a. Decreases the Computational Complexity of the Algorithm to O (k
  

 
  . 

b. Removes the Iterative process of calculating the mean shift procedure until its convergence. 

c. The total number of pixels in the original image are minimized to a factor of N/9 by partitioning  

into blocks. 
d. Minimizes the accuracy degradation due to Non Iterative Process 
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4. Experimental Results and Analysis 

The Experimental Analysis of the proposed Block based Non Iterative Mean Shift (BNIMS) 

Segmentation Algorithm is evaluated with the help of two types of images in this paper. They are 

pathologies buccales and Eye retina images containing tumors. The performance evaluation of the 

proposed BNIMS methodology is compared with existing iterative based traditional mean shift 

segmentation algorithm.  

In the proposed methodology, an RGB image is considered for the experiment which is 

converted into its LUV color image where the Euclidean Distance is proportionate to the perceived color 

difference. Then the converted image is divided into blocks of size 3x3 to perform the segmentation using 

the proposed and the existing methodology. 

Consider the pathologies buccales image as shown in Figure 2 as the original image or input to 

the proposed methodology and Figure 3 represents the converted LUV color space image. The 

segmentation of the input image using the traditional iterative mean shift algorithm is shown in Figure 4 

along with its color distribution for input and output. The segmentation results of the proposed 

methodology is shown in Figure 5 with the block size of 3x3. Different clusters obtained from block 

division is shown in Figure 6. 

 

 

  
  

Figure 2. Input Image of pathologies buccales image Figure 3. Converted LUV color Space image 

 

 

 
 
Figure 4. Segmented Image using Traditional Iterative Mean Shift Segmentation Algorithm with its color 

Distribution of input and output image 
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Figure 5. Segmented Image using the Proposed BNIMS Segmentation algorithm 

 

 

 
 

Figure 6. Different Clusters of the image of Block division size 3x3 

 

 

Comparing the resultant image of Figure 4 and Figure 5 it is clearly observed that there a great 

difference in the performance of segmentation for the existing and proposed methodology with every 

minute area segmented clearly in the proposed methodology. It is also observed that there is minute 

change in the existing iterative method for the resultant image of Figure 3 to the input image Figure 5 as 

in when compared the proposed non iterative method. 

Consider the another pathologies buccales image containing tumor as shown in Figure 7 as the 

original image or input to the proposed methodology and Figure 8 represents the converted LUV color 

space image. The segmentation of the input image using the traditional iterative mean shift algorithm is 

shown in Figure 9 along with its color distribution for input and output. The segmentation results of the 

proposed methodology is shown in Figure 10 with the block size of 3x3.  

 

 

  
  

Figure 7. Input Image of pathologies buccales Figure 8. Converted LUV color Space image 
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Figure 9. Segmented Image using Traditional Iterative Mean Shift Segmentation Algorithm with its color 

Distribution of the input and output image 

 

 

Comparing the resultant image of Figure 9 and Figure 10, it is clearly observed that there a great 

difference in the performance of segmentation for the existing and proposed methodology with every 

minute area segmented clearly in the proposed methodology. It is also observed that there is minute 

change in the existing iterative method for the resultant image of Figure 9 to the input image Figure 10 as 

in when compared the proposed non iterative method. 

 

 

 
 

Figure 10. Segmented Image using Proposed BNIMS Segmentation algorithm 

 

 

Consider the Eye Retina image as shown in Figure 11 as the original image or input to the 

proposed methodology and Figure 12 represents the converted LUV color space image. The segmentation 

of the input image using the traditional iterative mean shift algorithm is shown in Figure 13 along with its 

color distribution for input and output. The segmentation results of the proposed methodology is shown in 

Figure 14 with the block size of 3x3.  

 

 

  
 

Figure 11. Input image of Eye Retina image 

 

Figure 12. Converted LUV color Space image 
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Figure 13. Input Eye Retina Image and Segmented Image using Traditional Iterative Mean Shift 

Segmentation Algorithm along with its color Distribution of input and output image 

 

 

Comparing the resultant image of Figure 13 and Figure 14, it is clearly observed that there a 

great difference in the performance of segmentation for the existing and proposed methodology with 

every minute area segmented clearly in the proposed methodology. It is also observed that there is minute 

change in the existing iterative method for the resultant image of Figure 13 to the input image Figure 14 

as in when compared the proposed non iterative method. 

 

 

 
 

Figure 14. Segmented Image using Proposed BNIMS Segmentation algorithm 

 

 

In the proposed novel methodology, the author also tried to show that not only for Block 

Division of Size 3x3, but the Block sizes of 2x2, 4x4, and 5x5 also the proposed Block based Non 

Iterative Mean Shift Segmentation Algorithm gives significant results as in when compared to existing 

traditional iterative mean shift algorithm.  

Consider the pathologies buccales image as shown in Figure 2 as the input where Figure 16 

represents different clusters obtained from block division of size 2x2 with its segmented image with the 

proposed novel methodology shown in Figure 15. The Figure 18 represents different clusters obtained 

from block division of size 4x4 with its segmented image with the proposed novel methodology shown in 

Figure 17. The Figure 20 represents different clusters obtained from block division of size 5x5 with its 

segmented image with the proposed novel methodology shown in Figure 19. It is clearly shown from the 

resultant image that the proposed novel algorithm also works well for the block division of any size until 

the complexity of the proposed algorithm remains as O (k
  

 
  . 
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Figure 15. Segmented Image using proposed 

 

Figure 16. Different Clusters of Input Image 

Methodology with Block Division of size 2x2 

 

 

  
 

Figure 17. Segmented Image using proposed 

 

Figure 18. Different Clusters of Input Image 

Methodology with Block Division of size 4x4 

 

 

  
 

Figure 19. Segmented Image using proposed 

 

 

Figure 20. Different Clusters of Input Image 

Methodology with Block Division of size 5x5 

 

 

5. Conclusion 

The proposed Block based Non Iterative Mean Shift (BPAMS) Image Segmentation Algorithm 

offers reduces the computational complexity of O (k
  

 
  and improved the segmentation accuracy for 

high resolution Medical Image Datasets. By constructing the Blocks of size 3X3 and by linking the pixels 

using its first mean-shift vector, the proposed algorithm equalizes the number of computations for every 

pixel reducing the number of computations. Differences in the performance of the proposed algorithm and 

the existing system are tested using the experimental results and its analysis. 
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